Abstract—We present a non-cooperative game-theoretic approach for the distributed resource allocation problem in the context of multiple transmitters communicating with multiple receivers through parallel independent fading channels, which is closely related with small-cell multi-user orthogonal frequency division multiplexing (OFDM) networks, e.g., Wi-Fi hotspots. We assume that all the transmitters are rational, selfish, and each one carries the objective of maximizing its own transmit rate, subject to its power constraint. In such a game-theoretic study, the central question is whether a Nash equilibrium (NE) exists, and if so, whether the network operates efficiently at the NE. We show, for independent fading channels, there almost surely exists a unique NE. Finally we present the behavior of average network performance at the NE through numerical results, and we compare the optimal centralized approach with our decentralized approach.

I. Introduction

Consider a scenario that multiple transmitters simultaneously sending information to their receivers through several independent channels or resources. In this paper we will use the example of small-cell OFDM networks [1]. In such a wireless network, we assume that multiple access points (APs) serve a small area (e.g., airports, restaurants, military bases, hotels, hospitals, libraries, supermarkets, etc.), simultaneously communicating to several mobile terminals (MTs) using OFDM over a number of dedicated sub-channels. An $N$-carrier OFDM system [2] using a cyclic prefix or zero-padding [3], [4] to prevent inter-block interference is equivalent in the frequency domain to $N$ flat fading parallel transmission sub-channels. In this scenario, each AP faces a problem of how to distribute the total available power among these $N$ downlink sub-channels (subcarriers or clusters of subcarriers), i.e., should it allocate its total power to a single sub-channel, spread the power over all the sub-channels, or choose some subset of sub-channels on which to transmit? Here, we shall emphasize that a similar power allocation problem can be considered for the uplink transmission where MTs are the transmitters who decide their transmit power strategies.

When this resource allocation problem is considered centrally to maximize the total achievable rate (corresponding to Shannon capacity [5] when single user detector is applied) for the small-cell OFDM network, it is an often studied optimization problem. Given other users’ strategies, the problem of how to maximize a single user’s sum-rate over all the sub-channels is a convex optimization problem [6], whose solution is “waterfilling” [7], [8], [9]. The multi-user version of this problem is a non-convex optimization problem that may have multiple local optimal points [10], [11], [12]. To solve the multi-user problem in a centralized way, it requires a scheduler to allocate the resources, which is similar to the multi-user waterfilling problem [13] in multiple access channel (MAC). This approach requires a central computing resource with perfect knowledge of the channel state information (CSI), involving feedback and overhead communication whose load scales linearly with the number of transmitters and receivers in the network. To reduce the feedback load, selective multi-user diversity algorithms have been introduced in [14]. In contrast to centralized networks, we study in this paper distributed communication solutions that require no centralized control, reducing the overhead as well as the need for a knowledgeable powerful scheduler to allocate network resources.

Now if each AP independently allocates the total power to maximize its own total achievable rate, considering all other users’ transmissions as noise, this problem can be studied as a distributed non-cooperative game [15] where the selfish players are the APs who “play” the game by choosing their transmit power levels across sub-channels. Note that a selfish player may not act as a good neighbor to each other [16], and in fact he does not care about any other player’s performance neither the whole network performance at all. Nash equilibria [17], which we will formally define in Section III but which are, informally, the best mutual strategies a rational player can play assuming that other players are also rational (using their own best strategies given their information), are important to study in such a distributed non-cooperative game because they represent the natural outcomes in competitive games. It is worth to mention that two special cases of this game have been studied in [18] and [10]. In [18], the existence and uniqueness of NE were established for the two-player case. In [10], the so called symmetric waterfilling game was studied (they assume, for a set of subcarriers and receivers, the channel gains from all transmitters are the same). They show that there exist an infinite number (a continuum) of NE in the game. However, up to now it is still not clear how to characterize the equilibrium set in the case of general independent fading channels with multiple players. The goal of this paper is therefore to address this fundamental problem.

The paper is organized in the following form: the problem formulation is introduced in section II. In section III, we study
the existence of NE and characterize the NE set. We shown in section IV the optimal centralized approach. Finally, some numerical results are provided in section V followed by conclusions in section VI.

II. SYSTEM MODEL

A. Communication model

Consider a parallel Gaussian channels (in particular, OFDM system) with $M$ APs simultaneously sending information to $N$ MTs over $N$ sub-channels. Assume that each sub-channel is pre-assigned to a different MT by a scheduler, therefore, each MT detects the signals only on the assigned sub-channel. We also assume that the channels have block fading so that the channel fading coefficients are constant during the period of each transmission block. Within a given transmission block, let $G \in \mathbb{R}^{M \times N}$ (positive real $M \times N$ matrix) be the channel gain matrix whose $(m,n)$ entry is $g_{m,n}$, the magnitude-squared of the fading channel gain on the downlink channel from AP $m$ to MT $n$. We assume that $G$ is a random $M \times N$ matrix with i.i.d. continuous entries (meaning that each entry $g_{m,n}$ is independent, identically and continuously distributed) due to independent fading channels. Assuming that signals from other APs are treated as noise, the signal to interference plus noise ratio (SINR) of the signal from AP $m$ to MT $n$ is

$$\gamma_{m,n} = \frac{g_{m,n}p_{m,n}}{\sigma^2 + \sum_{j \neq n} g_{j,n}p_{j,n}}$$

(1)

where $p_{m,n} \geq 0$ represents the power transmitted by the $m^{th}$ AP on the $n^{th}$ sub-channel. For the sake of simplicity, we assume that the variance of white Gaussian noise $\sigma^2$ is the same for each sub-channel $n$. The maximum achievable sum-rate for AP $m$ is given by [7]

$$R_m = \sum_{n=1}^{N} \log (1 + \gamma_{m,n}), \quad \forall m$$

(2)

Each AP $m$ has the power constraint

$$\sum_{n=1}^{N} p_{m,n} \leq \bar{P}_m, \quad \forall m$$

(3)

for $\bar{P}_m > 0$, $\forall m$.

B. Game model

Here, we consider the previously mentioned model as a non-cooperative strategic game. In this game, the goal of each AP (player) $m$ is to choose its own power vector $p_m = [p_{m,1}, \ldots, p_{m,N}]^T$ (subject to its total power constraint (3)) to maximize the sum-rate $R_m$. Let the long power vector $p = [p_1^T, \ldots, p_M^T]^T$ denote the outcome of the game in terms of transmission power levels of all the $M$ players on $N$ sub-channels. We can completely describe this non-cooperative OFDM game as

$$G \triangleq \left[ M, \{p_m\}_{m \in M}, \{u_m\}_{m \in M} \right]$$

(4)

where the elements of the game are

- The player set: $M = \{1, \ldots, M\}$;
- The strategy set: $\{p_1, \ldots, p_M\}$, where the strategy of player $m$ is

$$p_m = \left\{ p_m : p_{m,n} \geq 0, \forall n, \sum_{n=1}^{N} p_{m,n} \leq \bar{P}_m \right\};$$

(5)

- The utility or payoff function set: $\{u_1, \ldots, u_M\}$, with

$$u_m(p_m, p_{-m}) = R_m \text{ expressed in (2), where } p_{-m} \text{ denotes the power vector of length } (M-1)N \text{ consisting of elements of } p \text{ other than the } m^{th} \text{ element, i.e., } p_{-m} = [p_1^T, \ldots, p_{m,-1}^T, p_{m+1}^T, \ldots, p_M^T]^T.$$
context that there exists a single NE almost surely for random channel gain matrix \( \bf{G} \) with \( i.i.d. \) continuous entries.

For any player \( m \), given all other players’ strategies \( p_{-m} \), the best-response power strategy \( p_m \) can be found by solving the following optimization problem,

\[
\begin{align*}
\max_{p_m} & \quad u_m(p_m, p_{-m}) \\
\text{s.t.} \quad & \sum_n p_{m,n} \leq \bar{P}_m \\
& p_{m,n} \geq 0
\end{align*}
\]

which is a convex optimization, since the objective function is concave in \( p_m \) and the constraint set is convex. Therefore, the Karush-Kuhn-Tucker (KKT) condition of the optimization is sufficient and necessary for the optimality [6]. To derive the KKT conditions, we form the Lagrangian for each player \( m \),

\[
\mathcal{L}_m(p, \lambda) = \sum_{n=1}^{N} \log \left( 1 + \frac{g_{m,n}p_{m,n}}{\sigma^2 + \sum_{j=1}^{M} g_{j,n}p_{j,n}} \right) - \lambda_m \left( \sum_{n=1}^{N} p_{m,n} - \bar{P}_m \right) + \nu_{m,n}p_{m,n}.
\]

The corresponding KKT conditions are

\[
\frac{g_{m,n}}{\sigma^2 + \sum_{j=1}^{M} g_{j,n}p_{j,n}} - \lambda_m + \nu_{m,n} = 0, \quad \forall n
\]

(8)

\[
\lambda_m \left( \sum_{n=1}^{N} p_{m,n} - \bar{P}_m \right) = 0
\]

(9)

\[
\nu_{m,n}p_{m,n} = 0, \quad \forall n,
\]

(10)

where \( \lambda_m \geq 0, \forall m \) and \( \nu_{m,n} \geq 0, \forall m \forall n \) are dual variables associated with the constraints of limited power and positive power, respectively. The solution to this problem is well-known as the waterfilling algorithm [7], [8], [9]

\[
p_{m,n} = \left( \frac{1}{\lambda_m} - \frac{\sigma^2 + \sum_{j \neq m} g_{j,n}p_{j,n}}{g_{m,n}} \right)^+,
\]

(11)

where \((x)^+ = \max\{0, x\}\) and \(\lambda_m\) satisfies

\[
\sum_{n=1}^{N} \left( \frac{1}{\lambda_m} - \frac{\sigma^2 + \sum_{j \neq m} g_{j,n}p_{j,n}}{g_{m,n}} \right)^+ = \bar{P}_m.
\]

(12)

**Lemma 3.3:** The following conditions are sufficient and necessary for the Nash equilibrium in OFDM game \( \mathcal{G} \).

\[
\frac{g_{m,n}}{\sigma^2 + \sum_{j=1}^{M} g_{j,n}p_{j,n}} - \lambda_m + \nu_{m,n} = 0, \quad \forall m \forall n
\]

(13)

\[
\lambda_m \left( \sum_{n=1}^{N} p_{m,n} - \bar{P}_m \right) = 0, \quad \forall m
\]

(14)

\[
\nu_{m,n}p_{m,n} = 0, \quad \forall m \forall n.
\]

(15)

**Proof:** For a certain index \( m \), the single player KKT conditions (8)-(10) are necessary and sufficient for the best response condition with index \( m \) in (6). Therefore, as a collection of single player KKT conditions from index 1 to \( M \), (13)-(15) are necessary and sufficient for all the best response conditions in (6).

From (13), it is easy to observe \( \lambda_m > 0 \). Then from (14), we have

\[
\sum_{n=1}^{N} p_{m,n} = \bar{P}_m, \quad \forall m
\]

(16)

Note that (16) has an intuitive meaning: each player at NE must dedicate its total available power on all carriers, due to their “selfish instinct”. However, it is still difficult to find the analytical solution for (13)-(15), since the solution form (11) and (12) construct a system of nonlinear equations. The idea to simplify this problem is therefore to consider linear equations instead of nonlinear ones, we then introduce another lemma, as follows

**Lemma 3.4:** For any realization of channel matrix \( \bf{G} \in \mathbb{R}^{M \times N} \), there exist unique values of the Lagrange dual variables \( \lambda \) and \( \nu \) for any Nash equilibrium of the game \( \mathcal{G} \). Furthermore, there is a unique vector \( s = [s_1, \ldots, s_n]^T \) such that any vector \( p \) corresponding to a Nash equilibrium of the game satisfies

\[
\sum_{m=1}^{M} g_{m,n}p_{m,n} = s_n, \quad \forall n.
\]

(17)

The proof can be found in Appendix A.

Now, let \( \bf{Z} \) be the following \((M + N)\) by \( MN \) matrix

\[
\bf{Z} = \begin{bmatrix} \bf{I}_M & \bf{I}_M & \cdots & \bf{I}_M \\ g_1^T & 0_M^T & \cdots & 0_M^T \\ 0_M^T & g_2^T & \cdots & 0_M^T \\ \vdots & \vdots & \ddots & \vdots \\ 0_M^T & 0_M^T & \cdots & g_N^T \end{bmatrix} \in (M + N) \times MN
\]

where \( g_n \) is the \( n^{th} \) column of \( \bf{G} \), \( \bf{I}_M \) is the \( M \) by \( M \) identity matrix, and \( 0_M \) is zero vector of length \( M \). Let \( \bf{c} \) be the following vector of length \( M + N \)

\[
\bf{c} = [\bar{P}_1 \bar{P}_2 \cdots \bar{P}_M s_1 s_2 \cdots s_N]^T
\]

Then, (16) and (17) can be written in the form of linear matrix equation

\[
\bf{Zp} = \bf{c}.
\]

(18)

Define the following sets:

\[
\mathcal{X} \triangleq \{(m, n) : \nu_{m,n} = 0\},
\]

\[
\mathcal{N} \triangleq \{n : \exists m \text{ such that } (m, n) \in \mathcal{X}\}.
\]

From (15), if an index \((m, n) \notin \mathcal{X}\) we must have \( p_{m,n} = 0 \). Without loss of generality, we assume that \( \mathcal{N} = \{1, \ldots, N\} \) for \( N \leq N \). Let \( \bf{Z} \) be the \( M + N \) by \( MN \) matrix formed from the first \( M + N \) rows and first \( MN \) columns of \( \bf{Z} \), \( \bf{p} \) is formed from the first \( M \) elements of \( \bf{p} \), and \( \bar{\bf{c}} \) is formed from the first \( M + N \) elements of \( \bf{c} \), then any NE solution must satisfy

\[
\bar{\bf{Zp}} = \bar{\bf{c}}.
\]

(19)
Let \( \mathbf{Z} \) be the \( M + \tilde{N} \) by \( |\mathcal{X}| \) matrix formed from the columns of \( \mathbf{Z} \) that correspond to the elements of \( \mathcal{X} \). Similarly, let \( \mathbf{p} \) be the vector of length \( |\mathcal{X}| \) with the values of \( p_{m,n} \) with \( (m, n) \in \mathcal{X} \) (and in the same order as they were in \( \mathbf{p} \)). Then any NE solution must satisfy
\[
\hat{\mathbf{Z}} \hat{\mathbf{p}} = \hat{\mathbf{c}}.
\]
(20)

Lemma 3.5: For any realization of random channel matrix \( \mathbf{G} \) with i.i.d. continuous entries, if \( M\tilde{N} > M + \tilde{N} \), \( |\mathcal{X}| \leq M + \tilde{N} \) with probability 1.

Proof: When \( \nu_{m,n} = 0 \), from (8) we have
\[
\lambda_m = g_{m,n} d_n = 0, \forall (m, n) \in \mathcal{X}
\]
(21)
where \( d_n \triangleq \frac{1}{\sigma^2 + \nu_n} \). From Lemma 3.4, we know that all the Nash equilibria must satisfy (21), with the same \( \lambda_m \) and \( d_n \). In (21), the number of independent linear equations is \( |\mathcal{X}| \), while the number of unknown parameters is \( M + \tilde{N} \) (since the rest of \( d_n \), \( n \notin \mathcal{N} \) is known to be \( d_n = \frac{\lambda}{\sigma^2} \)). It is well known that the solution to the system of linear equations is the empty set, if the number of independent equations is larger than the number of variables [21]. Since \( g_{m,n} \) is chosen randomly from a continuous distribution, it is obvious that, with probability 1, the equations in (21) are independent from each other, therefore, we must have \( |\mathcal{X}| \leq M + \tilde{N} \).

Lemma 3.6:
1) If \( M\tilde{N} > M + \tilde{N} \) and \( |\mathcal{X}| \leq M + \tilde{N} \), rank\( (\mathbf{Z}) = |\mathcal{X}| \) with probability 1.
2) If \( M\tilde{N} \leq M + \tilde{N} \), rank\( (\mathbf{Z}) = M + \tilde{N} \) with probability 1.

Proof: We only give the proof for case 1) \( M\tilde{N} > M + \tilde{N} \), case 2) \( M\tilde{N} \leq M + \tilde{N} \) can be proved in a similar way. Matrix \( \mathbf{Z} \) can be transformed into a \( 2 \times 2 \) block matrices, by applying some elementary column and row operations, as follows,
\[
\mathbf{Z} \xrightarrow{\text{column}} \begin{bmatrix} \mathbf{I}_\tau & \mathbf{0}_{\mathcal{X}_1 \times \mathcal{X}_2} \\ \mathbf{B}_{\mathcal{X}_1 \times \tau} & \mathbf{C}_{\mathcal{X}_1 \times \mathcal{X}_2} \end{bmatrix} \xrightarrow{\text{column}} \begin{bmatrix} \mathbf{I}_\tau & \mathbf{0}_{\mathcal{X}_1 \times \mathcal{X}_2} \\ \mathbf{B}_{\mathcal{X}_1 \times \tau} & \mathbf{C}_{\mathcal{X}_1 \times \mathcal{X}_2} \end{bmatrix} \xrightarrow{\text{row}} \begin{bmatrix} \mathbf{I}_\tau & \mathbf{0}_{\mathcal{X}_1 \times \mathcal{X}_2} \\ \mathbf{0}_{\mathcal{X}_1 \times \tau} & \mathbf{C}_{\mathcal{X}_1 \times \mathcal{X}_2} \end{bmatrix}
\]
where \( \tau = \min\{M, \tilde{N}\}, \mathcal{X}_1 = M + \tilde{N} - \tau \geq \mathcal{X}_2 = |\mathcal{X}| - \tau \). \( \mathbf{C} \) is a \( \mathcal{X}_1 \times \mathcal{X}_2 \) matrix, where each column contains one or two random variables, and each row contains at least one random variable. Again we can transform \( \mathbf{C} \) in row echelon form, denoted as \( \mathbf{C}_r \). Note that the rank of \( \mathbf{C}_r \) is \( \mathcal{X}_2 \) with probability 1, since each leading coefficient of a row is a random variable or the linear combination of two continuously distributed random variables. So, with probability 0, any leading coefficient takes the value of 0. Therefore, we have
\[
\text{rank}(\mathbf{Z}) = \tau + \mathcal{X}_2 = |\mathcal{X}| \text{ with probability 1.}
\]

Theorem 3.7: For any realization of random channel matrix \( \mathbf{G} \) with i.i.d. continuous entries, the OFDM game \( \mathcal{G} \) has exactly one Nash equilibrium.

Proof: If \( M\tilde{N} > M + \tilde{N} \), we have from Lemma 3.6 that, with probability 1, \( \text{rank}(\mathbf{Z}) = |\mathcal{X}| \). Any NE must satisfy (20); assume that two different power strategies \( \mathbf{p} \) and \( \tilde{\mathbf{p}} \) are both solutions to (20). Then \( \hat{\mathbf{Z}} (\hat{\mathbf{p}} - \tilde{\mathbf{p}}) = 0 \). By the rank-nullity theorem [21], since the rank of \( \mathbf{Z} \) is equal to the number of its columns, this implies \( \hat{\mathbf{p}} - \tilde{\mathbf{p}} = 0 \), which means there must be exactly one NE.

If \( M\tilde{N} \leq M + \tilde{N} \), we have from Lemma 3.6 that, with probability 1, there is at most one solution to (19). Since any NE must satisfy (19) and we know that there is at least one NE solution, so the NE must be unique.

IV. PARETO OPTIMALITY

To measure the inefficiency of Nash equilibrium, we consider in this section the Pareto boundary for the total network rate. The total network rate maximization problem can be formulated as
\[
\max_{\mathbf{p}_m} \sum_{m=1}^{M} u_m (\mathbf{p})
\]
s.t. \( \sum_{m,n} p_{m,n} \leq P_m, m = 1, \ldots, M \)
\( p_{m,n} \geq 0 \)
which unfortunately is a difficult problem, since the objective function in non-convex in \( \mathbf{p} \). However, a relaxation of this optimization problem (see in [12]) can be considered as a geometric programming problem [22], therefore, can be transformed into a convex optimization problem. A low complexity algorithm was proposed in [12] to solve the dual problem by updating double variables through a gradient descent. Note that this approach enable us to find a tight lower-bound for the Pareto boundary that is sufficient for the performance measurement presented in the next section.

V. NUMERICAL EVALUATION

In this part, numerical results are provided to demonstrate the network performance at the unique Nash equilibrium (outcome of decentralized networks). To be precise, we are interested in comparing the “average total network rate” (average over the distribution of fading channel gains, and we will use the short term “total network rate” to represent it) instead of the instantaneous one. We denote by \( \bar{u}(M, N) \) this total network rate,
\[
\bar{u}(M, N) = \mathbb{E}_G \left[ \sum_{m=1}^{M} \sum_{n=1}^{N} \log \left( 1 + \frac{p_{m,n} g_{m,n}}{\sigma^2 + \sum_{j \neq n} P_j g_{j,n}} \right) \right]
\]
As a basis for comparison, the Pareto-maximum total network rate will also be provided and considered as a upper bound for the decentralized settings. Parameters are selected as: the number of transmitters is \( M \in [1, 25] \); the number of receivers \( N \) takes several representative values as 5, 10 and 15; the power constraint of each AP is \( P_m = 1 \), \( \forall m \); the variance of additive white Gaussian noise is set to \( \sigma^2 = 0.1 \) and 1, respectively.

Fig. 1 and Fig. 2 show the total network rate for \( \sigma^2 = 0.1 \) and 1, respectively. As expected, the curves of centralized
networks always outperform the decentralized ones. More precisely, for a fixed number of receivers $N$, as the number of transmitters $M$ increases, the performance loss of decentralized networks (compared to centralized networks) becomes more and more apparent. This phenomenon can be easily understood as: when there are a great number of selfish players, the hostile competition turns the multi-user communication system into an interference-limited environment, where interference begins to dominate the performance efficiency.

In Fig. 1 and Fig. 2, we also find that the total network rate of centralized network is an increasing function of $M$ (for a fixed value of $N$), and the total network rates of decentralized networks corresponding to Nash equilibrium show an increasing slope before diminishing and reaching convergence. For some typical values of $N$, i.e., $N = 5, 10$ and 15, in Fig. 1, when $\sigma^2 = 0.1$ the total network rate of decentralized networks are maximized approximately at $M = 6, 11, 16$, respectively. It simply shows that different noise variance (in general channel condition) has a different impact on the decentralized network performance. This observation is fundamentally important for improving the energy efficiency in such a multi-user decentralized network: for a given area (given the number of receivers $N$ and the current channel condition), there exists an optimal choice for the number of transmitters (denoted as $M^*$) to be put in the network. Roughly saying: when $M > M^*$, the network is overloaded due to the increase of competition over limited spectrum resources; when $M < M^*$, the network is operated at an unsaturated state, since the spectrum resources are not fully exploited.

VI. CONCLUSIONS AND FUTURE WORKS

In this paper we described the scenario of multiple transmitters communicating with multiple receivers through independent parallel sub-channels as a strategic non-cooperative game. Each transmitter is modeled as a player in the game who decides, in a distributed way, the strategy of how to allocate its total power through these sub-channels. We studied the existence and uniqueness of Nash equilibrium which represents a natural outcome of the game. For any realization of a random channel matrix with i.i.d. continuous entries, we proved that there exists almost surely a unique Nash equilibrium. This result is a fundamental step to understand the resource allocation conflicts in a decentralized small-cell multi-user OFDM network, and moreover, it offers the possibility to predict the network performance outcomes. Finally, in our simulations results, we show how the average performance of the decentralized network behaves, and we compared it with the centralized network. Future works shall focus on the scaling analysis of the decentralized network performance.

APPENDIX

A. Proof of Lemma 3.4

Proof: Consider a Nash equilibrium $p \in \mathbb{R}_+^{M \times N}$ (non-negative real vector of length $MN$), from Lemma 3.3, we have the following equation

$$\phi(p) + \nu - \lambda = 0$$

where

$$\phi(p) = \begin{bmatrix} \frac{\sigma^2 + \sum g_{1,j} g_{1,j}}{g_{1,1}} \\ \frac{\sigma^2 + \sum g_{2,j} g_{2,j}}{g_{2,2}} \\ \vdots \\ \frac{\sigma^2 + \sum g_{M,N} g_{M,N}}{g_{M,N}} \end{bmatrix} \nu = \begin{bmatrix} \nu_{1,1} \\ \nu_{1,2} \\ \vdots \\ \nu_{M,N} \end{bmatrix} \lambda = \begin{bmatrix} \lambda_1 \\ \lambda_2 \\ \vdots \\ \lambda_M \end{bmatrix}$$

Now, assume that there exist two different Nash equilibria, e.g., $p^0, p^1$ ($p^0 \neq p^1$), the following equation must also hold

$$\alpha^T \begin{bmatrix} (p^1 - p^0)^T (p^0 - p^1)^T \\ \phi(p^0) - \phi(p^1) \end{bmatrix} + \begin{bmatrix} \nu^0 - \lambda^0 \\ \nu^1 - \lambda^1 \end{bmatrix} = 0$$

(23)
from where we have

$$
\alpha^T \beta = (p^1 - p^0)^T \phi(p^0) + (p^0 - p^1)^T \phi(p^1)
$$

$$
= \sum_{n=1}^{M} \sum_{m=1}^{N} \left[ (p_{m,n}^1 - p_{m,n}^0) \frac{g_{m,n}}{\sigma^2 + \sum_{j=1}^{M} p_{j,n}^1} \right] + \sum_{n=1}^{M} \sum_{m=1}^{N} \left[ (p_{m,n}^0 - p_{m,n}^1) \frac{g_{m,n}}{\sigma^2 + \sum_{j=1}^{M} p_{j,n}^1} \right]
$$

$$
= \sum_{n=1}^{M} \sum_{m=1}^{N} \frac{g_{m,n}}{(\sigma^2 + \sum_{j=1}^{M} p_{j,n}^1)(\sigma^2 + \sum_{j=1}^{M} p_{j,n}^1)} \left[ \sum_{j=1}^{M} p_{j,n}^1 - p_{j,n}^0 \right]^2 \geq 0
$$

and

$$
\alpha^T \gamma = (p^1 - p^0)^T (\nu^0 - \lambda^0) + (p^0 - p^1)^T (\nu^1 - \lambda^1)
$$

$$
= \sum_{n=1}^{M} \sum_{m=1}^{N} \left[ (p_{m,n}^0 - p_{m,n}^1) (\nu_{m,n}^0 - \lambda_{m,n}^0) \right] + \sum_{n=1}^{M} \sum_{m=1}^{N} \left[ (p_{m,n}^1 - p_{m,n}^0) (\nu_{m,n}^1 - \lambda_{m,n}^0) \right]
$$

$$
= \sum_{m=1}^{M} \left[ \sum_{n=1}^{N} (p_{m,n}^0 - p_{m,n}^1) (\nu_{m,n}^0 - \lambda_{m,n}^0) \right] (\lambda^1 - \lambda^0) + \sum_{m=1}^{M} \left[ \sum_{n=1}^{N} (p_{m,n}^1 - p_{m,n}^0) (\nu_{m,n}^1 - \lambda_{m,n}^0) \right] \geq 0
$$

From above, we find that (23) holds if and only if the two equalities are satisfied: \( \alpha^T \beta = 0 \) and \( \alpha^T \gamma = 0 \), which are equivalent to the following two equations, respectively:

$$
\sum_{m=1}^{M} g_{m,n} p_{m,n}^1 = \sum_{m=1}^{M} g_{m,n} p_{m,n}^0 = \forall n
$$

$$
\sum_{m=1}^{M} p_{m,n}^0 \nu_{m,n}^0 = \sum_{m=1}^{M} p_{m,n}^1 \nu_{m,n}^1 = \forall n
$$

First, from equation (24) one can easily find that the value of \( s_n = \sum_{m=1}^{M} g_{m,n} p_{m,n} \) is unique for any Nash equilibrium point. Second, from equation (16) we know that for any player \( m \) there must be a (positive) power allocated on a certain sub-channel \( n' \), e.g., \( p_{m,n'}^0 > 0 \), and we have two important observations:

1) Using (15), we have \( p_{m,n'}^0 \nu_{m,n'}^0 = 0 \Rightarrow \nu_{m,n'}^0 = 0. \)

2) Using (25), we have \( p_{m,n'}^1 \nu_{m,n'}^1 = 0 \Rightarrow \nu_{m,n'}^1 = 0. \)

Then (13) yields

$$
\lambda_{m,n}^0 = \lambda_{m,n}^1 = \frac{g_{m,n'}}{\sigma^2 + s_{n'}} \quad \forall m, \forall n
$$

which shows that the dual variable \( \lambda \) is unique for any Nash equilibrium. Furthermore, by using (26) into (13), we derive

$$
\nu_{m,n}^0 = \lambda_{m,n}^0 = \frac{g_{m,n}}{\sigma^2 + s_n} = \nu_{m,n}^1 = \nu_{m,n}^0 \quad \forall m, \forall n
$$

which confirms that the dual variable \( \nu \) is also unique for any Nash equilibrium.

Finally, we conclude that both Lagrange dual variable \( \lambda \) and \( \nu \) are unique for any Nash equilibrium in our game \( G \). This completes the proof.

\[ \square \]
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